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Abstract: Web-based sensor nodes, which have a Web server for monitoring data and operating devices, could be used 
for their easy installation, monitoring, and management with small effort on the part of users. To realize a sensor network 
system with a high scalability, fewer legacy problems, and general versatility, we propose an agent system for operating 
Web-based sensor nodes via the Internet. In this agent system, we can handle many kinds of sensor nodes flexibly and 
uniformly with the agent program and the configuration file. By constructing all objects of the agent system based on the 
Internet, it is possible to enhance the expansion of operation, control, and scale. By making the agent architecture, 
algorithm, and implementation, we demonstrate the capabilities and reliability of this system as a useful sensor network. 
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1. Introduction 
 

In the agricultural and environmental sciences, it is 
important to be able to easily monitor field and 
environmental information over long periods of time, but 
such monitoring is difficult and requires much effort because 
it must be performed in a wide geographic area under harsh 
conditions [1]. One approach to solving this problem would 
be to employ a sensor network that would enable users to 
monitor in these conditions using many sensor nodes made 
up of small sensor units with radio data links. Research on 
sensor networks, which are typically known as “Mote [2]” or 
“Sensor Web [3]”, has focused on the networks for power 
saving [4, 5] and on the Artificial Intelligence (AI) algorithm 
[6] for autonomous operation, and these traditional sensor 
networks use exclusive radio communication and expensive 
hardware. The issues examined are mainly routing [7, 8], 
data transmission [9, 10], discussing position sensing [11], 
synchronization [12], and optimal arrangement [13]. Some 
researches show using of sensor networks as habitat 
monitoring applications [14, 15] and environment 
observation applications [16, 17], but these systems only 
consider situations in which many identical specific units are 
arranged and monitor with simple similar sensors. 

In the case of agriculture, it is important to handle various 
kinds of sensors in real time. Various types of information 
are necessary for monitoring crop fields in order to simulate 
crop growth and to predict the occurrence of harmful 
organism [18, 19]. We require not only measurement but 
also the control and operation of some devices based on 
measured data at a remote site [20]. The system must also be 
able to treat large blocks of data such as image sources for 
crop or livestock conditions to respond to various situations 
with flexibility [21]. Moreover, it is necessary to change 
sensor nodes’ locations, configurations, and operation 
according to the situation, because the specific required 
information differs continually for every growth stage or 
crop. A useful sensor network in the agricultural field must 
deal with various nodes for general-purpose usage. 

In our previous work, we proposed a Web-based 

monitoring system to realize long-term field monitoring that 
would consider these requirements [22], and we developed 
general-purpose sensor nodes called “Field Servers” (Fig.1). 
Field Servers are equipped with Web servers for managing 
various sensors including cameras, and a wireless LAN to 
provide a high-speed transmission network at a low price. In 
this type of monitoring, Web-based monitoring nodes can 
easily treat a variety of data from any place at any time and 
can reduce the amount of effort required of a user. Along 
with this Web-based system, the use of high-quality, 
low-cost Web camera is also gaining popularity according to 
advancement of Information Technology (IT). 

In this circumstance, we propose an agent system for 
operating Web-based sensor nodes collectively and 
uniformly via the Internet as a new approach to building a 
sensor network (Fig.2). By constructing the system using 
Web-based sensor nodes effectively, it can achieve a high 
scalability, fewer legacy problems, and general versatility 
that will reduce the user’s effort in using the system. In the 
present paper, we propose the concept and impact of the 
agent system for a Web-based sensor network, and we 
describe the agent architecture, algorithm, and 
implementation for operating the system effectively.  

 

 
Fig.1. Field Server as a Web-based sensor node. 



 
 

2. Web-based Sensor Network 
 

2.1. Web-based Sensor Node 
 

A Web server is software that can present Web 
information to a client based on TCP/IP. By building a Web 
server into sensor nodes, it can realize universal, expansive, 
and complicated management in comparison with ordinary 
nodes. These features of the nodes have several positive 
effects. 

 
・ Ethernet module 

In Web-based sensor nodes, every module is connected 
to others via Ethernet, so it is easy to exchange or add 
modules. Such a system can be used to introduce the latest 
high-performance commercial modules of IT, such as 
network cameras and wireless LAN. A wireless LAN 
(IEEE802.11b/g) provides high-speed transmission and 
long-distance communication at low cost. Use of the 
wireless LAN slightly increases power consumption but it 
provides better performance than other wireless 
technologies [23] from the point of view of the distance of 
calls and the traffic efficiency (transfer rate per power 
consumption) (Table.1). A wireless LAN can be used to 
handle large amounts of data and to manage these nodes 
from a remote site. 

 

・ HTTP protocol 
Web-based sensor nodes present data with http protocol, 

which is a universally accepted on the Internet. We can 

easily access and manage the nodes using a Web browser 
such as Internet Explorer, without installing exclusive 
software. In this way, it is possible to treat all nodes with 
the Web server in the same manner. By controlling them 
with IP addresses, we can construct a high scalability 
system that is less affected by the number of nodes. In 
addition, every type of unit can be handled on the Internet 
to reduce legacy problems, in which old measurement 
equipment cannot be adapted to a new system. 

 
・ Simple firmware 

A Web server can be built with simple firmware and on 
a low-end CPU, so the sensor nodes mounted on them can 
be constructed cheaply and remain stable, resulting in less 
bug generation. These nodes themselves don’t have highly 
programmable function such as an AI algorithm inside; 
they respond to remote access through the network to 
perform various monitoring and other complicated 
operations. 
 
 

2.2. Agent System Concept 
 

Using Web-based sensor nodes, we can construct a 
Web-based sensor network system with high scalability, 
fewer legacy problems, and general versatility. In this 
system, every sensor node presents data at any time by 
directly accessing it with a Web browser. However, some 
nodes show only real-time data because they lack a data 
logging function, and other nodes periodically need to be 
accessed in order to operate them accordingly. It is also 
possible to manage them by local access of a user 
periodically, but such a system imposes a heavy burden on a 
user. Thus, software for an agent to manage the sensor nodes 
is a necessary part of the sensor network system over long 
periods of time. 

Only collecting node data periodically on the Web, we can 
apply software or Web crawlers that automatically collect 
Web pages and store the data in databases. However, these 
programs have only a logging function. To realize the agent 
system, it is important to include the following functions: 

 
・ handling any kinds of pages on the Web  
・ autonomously changing management according to 

the situation  
・ cooperating with various nodes, data, and applications  
・ forming an easily distributed and extensible system 

for scalability 
 
Figure 3 shows the architecture of the agent system which 

is composed of an agent program, configuration files for the 
program, a database of monitoring data, and sensor nodes. 
This system is designed on the assumption that all objects of 
the system can be accessed via the Internet. By distributing 
objects on the Internet, we can manage and improve them 
separately from anywhere at any time. The agent program is 
designed so that it may operate according to the 
configuration file, which indicates a series of operation. For 
example, it performs to access the intended node, analyze 
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Fig.2. Traditional Sensor Network vs. Web-based Sensor Network.

Table 1. Performance comparison of wireless technologies. 
 

 Telemeter ZigBee Bluetooth Wireless 
LAN 

 ARIB 
STD-T67 

IEEE802. 
15.4 

IEEE802.
15.1 

IEEE802. 
11b/g 

Frequency 429MHz 2.4G/915 
MHz 

2.4GHz 2.4GHz 

Transfer rate 4.8kbps 250kbps 768kbps 11/54Mbps
Power 

consumption 
130mW 60mW 110mW 1200mW

Distance of 
calls 

～2km ～75m ～100m ～300m 

Traffic 
efficiency 

0.04kbps 
/mW 

4.2kbps 
/mW 

7.0kbps 
/mW 

～45kbps 
/mW 



the data, and store the results at the dictation. 
By simply changing a configuration file via the Internet, a 

user can easily manage the agent operation from a remote 
site with general versatility. Thus, the program need not be 
located at the remote site individually. Users can utilize this 
system simply by installing sensor nodes and getting a 
connection at a remote site, which reduces the effort needed 
to accomplish monitoring.  

Measurement data collected by the agent program is 
stored as a database in the extensible markup language 
(XML) format on the Internet, and we can easily store 
enormous amounts of data via distributed storage on the 
network. Moreover, databases are commoditized on the 
network, so they can be easily linked with various 
applications such as “MetBroker [24],” a middleware for 
weather data that provides agricultural models with 
consistent access to many different weather databases. 
Several MetBroker-compatible models have already been 
designed, and many of their applications can be used for 
agriculture involving on-site field information from nodes’ 
databases [25, 26]. 

To construct this agent system, we designed an agent 
program written in Java and the description of the 
configuration file in XML format. Here we discuss the core 
technology of the architecture, algorithm, and 
implementation for operating the system effectively (Fig.4). 
 
 
3. Agent System Architecture & Implementation 

 
3.1. Operating Instructions 
 

In the configuration file, agent instructions are described 
with some combination of action commands so that the 
agent system may work in a variety of situations (Fig.5). A 
user can manage various kinds of agent operations such as 
monitoring and controlling sensor nodes by easy 
programming to combine these commands with the XML 
text data. Each action command is mainly constructed with a 
simple operation which emulates the user’s operations in a 
Web browser, including the category of accessing the 
uniform resource identifiers (URI) to get and send data (Post, 
Access, Read (=Get)), the category of analyzing and 
extracting information from html data (Analyze), and the 
category of saving the information in the desired format 
(Write, Xml, Htm). There are also commands such as 
“Animation” and “Thumbnail” for handling image data, 
“Execute,” “Agent,” “Mail,” and so on. 

If more function is needed in the agent program, it isn’t 
impossible to make a new action command by re-coding the 
program, but it is not suitable for practical use that the agent 
program will be changed and rebooted each time in response 
to the requests. This agent system is designed so that any 
user can utilize it in various situations, so it is impossible to 
realize all requests by using this method, but it can easily 
access and handle Web applications via the Internet with 
basic action commands without changing the agent system’s 
program. By accessing and utilizing the Web applications 
that can execute the desired function, we can extend new 
functions to the system on demand without changing or 
rebooting the agent program by simply making or finding 
the Web application. For example, by using the image 
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Fig.3. Architecture of the agent system. 
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Fig.4. Technical framework of the agent system. 
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Fig.5. Configuration file and operating instructions with action 

commands. 
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Fig.6. Example of the extensible command using Web applications.



extracting Web application and the image analyzing Web 
application, the agent system, which itself doesn’t have these 
functions, can obtain the analyzed information by collecting 
image data from sensor nodes through the Web applications 
without re-coding it (Fig.6). 

By using this method, it is possible to distribute the task 
for calculation by the Web application, and the agent system 
can be used as an expansive and general-purpose system. 
This promotes more effective use of the Web applications, 
Web information, and Web models via the Internet. 
 
 
3.2. Control 
 

Some Web-based sensor nodes can not only perform 
measurement but can also operate attachment devices with 
the GET /POST method of http protocol. The agent system 
has an IF-THEN rule and an Operator function so that it can 
control the measurement and operation according to the 
situation. In agent instructions, we can simply specify an 
IF-THEN rule to determine whether or not each command is 
executed according to the situation, such as time, sensor 
value, and some flags. Figure 7 shows an easy example of 
the agent control. In this configuration file, there is a 
description of the conditions that cause a light to be switched 
on the node if the temperature falls below 4 degrees and it is 
later than 19:00, and the agent executes at the dictation of 
the configuration file. 

As in the case of the extensible commands, we can also 
separate the function of control algorithm from the Web 
application by inputting parameters and receiving the results 
of the judgments. By using the Web application and adapting 
the results to an inner IF-THEN rule, we can control the 
sensor nodes with another algorithm. We can establish 
simple condition judgments and complicated rule-based AI 
algorithms in this system. 

Besides controlling the individual action command, we 
can control the agent parameters such as the execution 
interval time and the save destination by directly accessing 
and changing the configuration file. Moreover, the agent 
system can shift suitably the whole configuration file which 

is selected from the configuration file list according to the 
situation (Fig.8). In the configuration file, the configuration 
file list is described with several pairs of the priority and the 

URI of the configuration file. The agent system is managed 
by the configuration file with higher priority, which can be 
changed in this system according to the situation. If the 
program can’t execute with the primary configuration file, 
next priority file will be accessed. 

This agent system is designed to utilize cascade control 
with each action command and the whole configuration file. 
 
 
3.3. Multi-Agent 
 

A single agent program can independently handle many 
tasks of the configuration file by deriving many threads. If 
the computer has high-performance machine power, it can 
respond to manage more tasks on a single agent. But 
centralized management of the agent system is undesirable 
from the point of view of risk management and scalability. 
The agent program can be controlled with the configuration 
file, which can be accessed via the agent program. By using 
the meta-agent program which is the same agent program 
and manages some agent programs with their configuration 
files, we can construct the distributed agent system (Fig.9). 
A single agent program manages several tasks, and a 
meta-agent program manages several agent programs. By 
treating the meta-agent program as a single agent program, 
we can establish one of the multi-agent systems with layered 
structure and achieve scalability. 

The meta-agent program manages how many tasks should 
be allocated to each agent program. The number of tasks that 
can be handled by a single agent program differs based on 
machine power. To allocate many tasks effectively to each 
agent program running on the computer, we introduce the 
evaluation index of the agent task. In this paper, we simply 

if (Time > 19:00)

if (Temp < 4.0℃)

and

Switch ON  
 

Fig.7. Example of the agent control with IF-THEN rule. 
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Fig.8. Flow of the agent program using the configuration file list. 
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Fig.9. Meta-agent system which distributes agent tasks to other 

agents according to machine power. 



define the index (Eagent_task) as the summation of the 
proportion of the execution time (Ttask) to the interval time 
(tinterval) for each task (Table.2). 

In this definition, the execution time of each action 
command (Tcommand) mainly depends on the performance of 
the running computer (Pcomputer), which is represented by 
CPU clock and memory size, the type of the action 
command, the file size of the object, and the network 
environment of the site (Pnetwork), which is represented by 
throughput and response time. The execution time of each 
task is defined by the summation of the execution time of 
each action command. 

By applying the index to the control algorithm of the 
meta-agent program, the agent system can manage many 
tasks to divide based on each computer’s machine power. In 
this system, it is possible to utilize legacy computers. The 
agent system can be constructed with many computers (PC 
clusters), which don’t have to be high performance machines, 
by distributed the agent tasks according to the machine 
specification. 

By changing the agent topology, we can construct various 
kinds of multi-agent systems. In a Web-based system, the 
connection is not structurally guaranteed by various factors, 
so the “1: n” topology in which one node is managed by 
many agent programs is useful as a data backup system. And 
it is also effective for a data backup system to construct 
cooperation between the main agent and the backup agent. 
The backup agent program, which is usually installed and 
sleeps at a remote site, starts in the case the main agent 
program doesn’t work for some troubles such as a network. 
This type of agent system is good for the situation of 
decreasing node tasks, as it saves node power. 
 
 
4. Performance Demonstration 

 
4.1. Evaluation of the System 
 

To demonstrate the proposed agent system, we first 
examined the agent program and evaluation index with a 
single agent system. We then evaluated the multi-agent 
system with a large number of sensor nodes in field 
experiments.  

The computer (CPU: Pentium 4 1.5 GHz, Memory: 128 
Mbytes, OS: Windows 2000 Professional, Java: JDK 1.4.2) 
for the agent program and the Field Server (2005 model with 
4 sensors and a 0.3 M pixels image camera) for the sensor 
node were used as the execution environment of this system. 
In this environment, we examined whether the agent system 
worked well and evaluated some fundamental data 
concerning the index. 

Table 3 shows the results of the execution time of each 
action command in this standard environment (the network 
environment: 10 Mbps). There are some factors which 
fluctuate the time during operations. One of the categories is 
the “Xml” and “Animation” commands which continually 
change the time that is proportional to the amount of 
collected data stored by each folder in one day to make a list 
of the data. This category and “Thumbnail” command are 
also affected by computer performance. The execution time 
almost corresponds with CPU road time. In the situation of 
many threads (N threads), the time is simply estimated at N 
times with a margin because of the effect of intersectional 
efficiency. Figure 10 shows the experimental results of the 
integrated CPU time and the estimated time in N threads. 

The other category is the “Read” command affected by 
network performance. In this category, the access time 
(Taccess) is approximated by file size, throughput, and 
response time (Tresponse) in large part (Table 4). In http 
protocol with packet transfer communication, the effective 
transfer rate (TR) becomes slower with small file size 
because of the effect of response time. In the situation of 
many threads (N threads), the time is also simply estimated 
at N times. Figure 11 shows the experimental results of 
access time in N threads. In some cases of the sensor nodes 
with a low-performance Web server, response time is greater 
for outputting an html file. 

 
Table 4. Approximation of the access time 

 
T access   =  K･x + T response  (s) 
 
TR     =  x / T access       (Mbps) 
 

x   : file size       (Mbyte) 
 

1/K : throughput    (Mbps) 

Table 2. Evaluation index of the agent task. 
 

E agent task  = Σ(T task / t interval)  
T task      = Σ(T command)  
T command  = f t(P computer, command type, object, P network)  
P computer  = f p1(CPU clock, memory size) 
 
P network   = f p2(throughput, response time) 

Table 3. Execution time of each action command in a standard 
environment 
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Fig.10. Experimental results of integrated CPU time in N threads



By calculating the evaluation index based on these data, 
we simply determine whether the number of threads is better 
for a single agent program or not in this system. The 
evaluation index shows the proportion of the execution time, 
so we must keep the setting of the targets at less than 1.0 
(overwork). In this experiment, we set the interval time of all 
threads at 120 seconds, and the evaluation index in the case 
of 24 threads was 0.9. The situations of these threads were 
varied (Table 5), and the memory size was changed in this 
experiment (from 128 to 640 Mbyte) because the memory 
usage increases with the number of threads (Fig.12). 

Figure 13 shows the experimental results for the 
operational state in a single agent with 24 threads. In this 
result, though each execution time is longer than one in a 
single thread because of multi-tasking, we confirmed that the 
system works acceptably within the interval time. 
 

 
4.2. Field Experiments 

 
To evaluate the performance of the agent system for a 

Web-based sensor network, we installed many sensor nodes 
in various places and managed them with this system. Each 
task for the sensor nodes is described in the configuration 
file, which differs in the interval time, network environment, 
management, node type, and so on. In this experiment, the 
meta-agent system was constructed with a cluster of 7 
computers in kind (section 4.1), and tasks were distributed 
based on the evaluation index. For this agent system to work 
effectively, it is also important to construct a network that is 
satisfactory at remote site. In this experiment, we developed 
the connection with the Virtual Private Network (VPN), 
which is a useful technology that can securely connect each 
remote site on the same network via the Internet [27] 
(Fig.14). In order to perform the VPN connection of each 
sites effectively, we improved the division algorithm of the 
meta-agent in which the meta-agent brings the same site task 
to the same agent based on the production rules and the 

1

10

100

1000

10000

1 10 100 1000file size (kbyte)

a
cc
e
ss
 t
im
e 
(s
ec
)

1Thread
2Thread
4Thread
sim(N=1)
sim(N=2)
sim(N=4)

response time :     12 ms
Throughput : 6.4 Mbps

 
Fig.11. Experimental results of access time in N threads. 

 
Table 5. Experimental situation of remote site and nodes. 

 
Target place: 10 sites (0.5 ~10 Mbps, 10~200 ms) 
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Fig.12. Experimental results of memory usage in N Threads. 
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Fig.13. Experimental results in a single agent with 24 threads. 
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Fig.14. Network construction with VPN connection. 
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Fig.15. Division algorithm of the meta-agent. 



evaluation index (Fig.15). 
Approximately 50 sensor nodes (as of September 2005) 

are currently installed in various parts of the world, and they 
are in operation on this agent system (Fig.16). This system 
has performed reliably for more than 3 years since 2002. 
Table 6 shows the condition of the nodes and sites in this 
target. In this system, large amounts of data are stored in our 
database. In a standard task, 60 kilobytes of monitoring data 
from one Field Server node is collected at 120-second 
intervals and 15 gigabytes of data is stored in a year. The 
total collected data in this system equals about 1 terabyte in 
a year.  

In this system, the agent program stores the collected data 
and simultaneously creates Web pages in which a user can 
easily check data. The Web pages in which the stored data 
are displayed can be accessed with either a Web browser or a 
Personal Digital Assistant (PDA) or cellular phone that can 
use the Internet. As regards image data, the system also 
creates Web pages in which a user can easily search out 
useful image data from our vast database. This Web page is 
displayed with serial image data, which is thumbnailed to 
reduce capacity, while the original image data can be easily 
accessed by clicking thumbnailed image data that is linked 
to it. Therefore, a user can inspect a moving image by 
performing few network loads and view important images at 
high resolution (Fig.17). 
 
 
5. Conclusion and Discussion 
 

We proposed an agent system for operating Web-based 
sensor nodes collectively and uniformly via the Internet to 
realize a high scalability and extensibility system. We have 

contemplated the concept and architecture, implemented the 
system, and demonstrated its capabilities and its reliability. 

In this paper, we don’t discuss in depth the algorithm for 
controlling the sensor nodes or the optimization for 
multi-agent use including the evaluation index; however, the 
structure of the agent system makes it expandable, so that 
part can be considered and improved separately from 
operation of the main agent program. By improving the 
implementation of the program, we can manage more sensor 
units effectively with small resources. These are important 
factors to develop the agent system. 

When developing these kinds of Web-based sensor nodes 
in the future, it is important to consider their management, as 
with an agent system. If the number of sensor nodes 
increased, the agent system itself need not consider the 
problem, but the management of tasks such as initialization, 
troubleshooting, and calibration must be studied to reduce 
the amount of effort that will be required of users in the 
future. 

In a Web-based system, the network connection is not 
structurally guaranteed; problems of packet loss, 
communication delays, and limited speed response can 
always occur. In this agricultural usage, these problems are 
not so serious during field monitoring and greenhouse 
control as affairs now stand. But it is also necessary and 
important to solve these problems, as a fail safe and robust 
system for packet loss and a multi-session method for quick 
response will be needed in the future. 

With the ongoing developments in IT, Web-based 
technology will continue gaining popularity. Nowadays, this 
technology is utilized via the control of the Internet 
connected home appliance, and in the future, it is estimated 
that robot units and other controlled units will be equipped 
with Web servers. The agent system we describe here can be 
applied to situations in which the agent system controls 
many actuators of robots embedded with Web servers via the 
Internet. By cooperation among people in various fields, the 
agent system can be further developed, and the proposed 
system will be more effective as one of the new methods for 
utilizing sensor networks. 
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